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ity of the experiment system used and a priori knowledge of the saddle-points, it is a useful
testing environment for system identification in a nonlinear context.
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1. Introduction

Conservative dynamical systems are typically associated with an underlying potential energy, and one can easily imagine
in a nonlinear context a trajectory meandering through phase space, encountering and passing-by multiple stable and unsta-
ble equilibria as it goes [1,2]. Given a little positive energy dissipation we would expect a trajectory to end up in a position of
stable equilibrium (a potential energy minimum), but which final state persists depends crucially on the role played by
unstable equilibria (saddles of varying degrees of instability and local maxima) as well as the initial conditions [3,4]. How-
ever, by their very nature, unstable equilibria are very difficult to directly observe in an experiment.

It is also quite natural to ask the question: under what circumstances might trajectories escape the local confines of a
potential energy minimum. In nonlinear systems we must consider stability in-the-large, where perturbations are not nec-
essarily small and co-existing equilibria come into play [5]. This situation is quite straightforward for a single-degree-of-
freedom (DOF) system in which the location of an adjacent unstable equilibrium (potential energy hill-top) is easily
identified, and a trajectory effectively has no choice but to transition over the hilltop if it is to escape. However, in
multi-DOF systems, the exit of trajectories would likely be influenced by the location of the various other equilibria that
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might be present as it explores the phase space, and this presents considerable challenges especially in an experimental con-
text [6].

In order to fix these ideas in a relatively simple dynamical system setting, it is compelling to develop the analogy of a
small ball rolling along a single-valued curved surface under the influence of gravity, and defined by a trajectory that lives
in this 2D configuration space (X, Y): a potential energy surface. In a linear system we might simply have a potential energy
function in the form of a paraboloid [ 1], with a single minimum. However, in a nonlinear system the potential energy surface
would typically contain a variety of turning points, including the possibility of saddle-points, that is, equilibria characterized
locally by positive and negative curvature [7,8]. Despite the presence of stable manifolds, they are still unstable, and by def-
inition, would not be easily identified in experiments. However, they typically play a crucial organizing role in the global
dynamics of a system [9-11], for example, in defining catchment regions for stable equilibria, and it is easy to envision that
a trajectory might find it energetically-easier, (if we include kinetic energy) to escape by passing through a saddle-point (a
kind of mountain pass) rather than going right over a hill-top before perhaps ending up at a remote stable equilibrium. A
railroad between villages in adjacent valleys is built around a mountain rather than directly over its peak.

There are many examples of structural and particle or rigid body mechanical systems in which behavior can be described
in terms of two generalized coordinates. The double pendulum is a good example, in which there is a single stable equilib-
rium (the hanging down configuration) and three unstable ones (involving various inverted states). In a dynamics context

this leads to a 4D phase space (with two velocities (X(t), Y(t)) in addition to the positions (X(t), Y(t))) [3]. Another example
is a relatively slender shallow arch subject to snap-through to an inverted configuration after a perturbation. Depending on
the geometry, this snap-through is often achieved with an asymmetric component (in addition to a vertical deflection) and
thus is often modeled as a simplified 2-DOF system [4,12], despite it being a continuous elastic system. Here, we appeal to
the ball-on-a-surface concept, used, for example, to successfully to demonstrate chaos in which the surface was shaken lat-
erally [13]. This is the basis of the physical model and experiment to be described next.

The main goal of this study is: can we estimate the locations of unstable equilibria (saddle-points) based on limited infor-
mation associated with transient trajectories, especially based on necessarily noisy experimental data. A number of alterna-
tive system identification techniques that rely on processing time series have been developed for various applications [14].
Restoring force surface (RFS) analysis [15,16], nonlinear autoregressive moving average with exogenous inputs (NARMAX)
modeling [17-20], and Hilbert transform-based data decomposition [21,22] have all been proved to be effective methods
to explore the nonlinear behavior of a system using experimental data. In this study, we specifically focus on identifying
unstable equilibrium points from experimental data along with the local dynamics. The specific system chosen has the
advantage that it can be modeled unambiguously, and hence provide simulated data for comparative purposes. It is also rel-
atively easy to conduct experiments on, especially with the ability to machine a surface shape to high accuracy, and measure
motion using relatively high-speed digital cameras.

1.1. The physical model

Motivated by the aforementioned example of the snap-through buckling of a shallow elastic arch [12], consider the 2D
surface as shown in Fig. 1.

This surface has five equilibrium points. Two minima W1 : (x = —89.01,y = 5.67) and W2 : (x = 93.82,y = 4.34); two
saddle points S1:(x=-12.86,y=75.66) and S2:(x=-1127,y=-72.68); and a maximum (hill-top)
H: (x =—-4.74,y = —3.19) which is close to the origin (the unit is mm). In terms of the arch analogy, we can associate x with
a vertical deflection, and y with an angle, so that the two minima represent the initial and snapped-through (stable) equi-
libria; and the two saddles represent predominantly angled configurations that the system will typically pass through. How-
ever, although the motivation derives from a continuous elastic system, we can study this shape directly, by placing a
relatively small ball on the surface, and allowing it to respond dynamically under gravity. For a physically reasonable scale
we choose to describe the surface (in terms of mm) using,

Z(x,y) = 8.333 — 0.04733x — 0.01737y + (—5012.18x? + 0.2984x* — 2739.2y* + 0.2415y* + 0.5369x%y?) x 10°°,

(1)
shown as a contour plot in Fig. 1a, and where the stable equilibria are marked by solid circles, the saddles by crosses, and the
hill-top as an open circle. We note that the system is not quite symmetric in x or y, the small bias terms reflects the non-
generic nature of pure symmetry in physical systems.

With the assumption of pure rolling, i.e. no slipping or bouncing, and linear viscous damping, the equations of motion of
the ball on this surface are

(1+ 22X+ ZZyj = —Cix — Zy [7g + ZyX? + 2Z XY + Zyyyz}
ZZj+(1+2})j = —Coy - 2, {7g + ZoK? + 22K + Zyyyz} )

where Z(x,y) is defined in Eq. (1), the subscripts represent partial derivatives, g is the gravitational acceleration, C; and C, are
damping ratios. In this physical model, the damping ratios in x and y direction can be assumed to be equal, i.e., C; = C; and
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Fig. 1. (a) The shape of potential energy surface; the Z-direction has been elongated to exhibit the features of the surface. (b) Contour plot of the surface, the
crosses are saddle points, solid circles are stable equilibria and hollow circle is the unstable equilibrium.

will be relatively small. In the simulation, the magnitude of the damping coefficient is 0.4 (1/s); this value is determined by
the logarithmic decrement of experimental free-decay data [13]. It is noted that since the surface is globally bounded, the
ball will not roll off to infinity. Furthermore, some of the terms appearing in Eq. (2) can be neglected if the surface is rela-
tively shallow, although no such approximation is included in this work.

2. Experiment
2.1. Experimental setup

To produce this surface, a piece of black Delrin plastic block was chosen to route the surface from Eq. (1). And coupled
with a small (21.95 mm diameter) rubber-coated steel ball, the Delrin surface could provide sufficient friction to guarantee
rolling motion of the ball (see Fig. 2a). The motion of the ball was then tracked (from above) using a relatively high-speed
digital camera (the black surface color helped to provide contrast with the (light-colored) ball). The surface was produced
using a CNC milling machine by exactly matching the shape described by Eq. (1) to very high resolution (0.003 mm).
Fig. 2b shows the experiment setup. A high-speed camera (Basler acA640-750uc with AZURE-0412ZM) was located approx-
imately 700 mm above the surface to capture the motion of the geometric center of the ball in terms of instantaneous pixel
locations (resolution 1 pixel = 0.625 mm, frame rate = 198 Hz). The videos were processed in MATLAB to extract the position
of the ball’s center at each frame.

Potential energy
Stopper surface Camera

/

Linear bearing

(b)

Fig. 2. (a) The Delrin surface used in experiment; (b) Schematic of experimental setup.
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A key component in the approach described in this paper centers on energy. Despite a small amount of damping, we are
essentially dealing with a conservative system, such that the initial conditions used to generate trajectories set the total
energy of a given trajectory. Since the aim of this paper is to assess the extent to which trajectories are influenced by
saddle-points it is necessary to encourage trajectories to at least pass relatively close to a saddle. Theoretically, and given
the small amount of damping present, it is possible to choose an exact set of initial conditions such that the ensuing trajec-
tory will come to rest exactly on the saddle. In practice this is not possible of course; we wish to generate transients that
come into the vicinity of a saddle’s location and at relatively low speed, and thus initial conditions need to be carefully con-
trolled. Although this is not an issue in numerical simulations, in an experimental context this requires some effort. Two
types of initial condition were used in the experiment. The first type is to release the ball at different locations (and thus
potential energy) on the surface with zero initial velocity. The second type is to start the ball at rest at one of the stable equi-
librium and provide the ball a certain initial velocity (kinetic energy) in specific directions. The first approach was relatively
easy to achieve. In order to facilitate the second type of initial condition, a release system was designed which is shown
schematically in Fig. 2b.

The nonlinear surface was attached directly onto a linear bearing, the moving part of which was connected to a weight.
After the weight was released, it would pull the bearing along with the surface and camera to move under constant accel-
eration, until the bearing hit the stopper. The advantage of a constant acceleration is that it enabled the rubber-coated ball to
stay at the stable point until the bearing hit the stopper, at which point the motion of the ball was initiated with a somewhat
prescribed initial velocity. Some refinements (based on trial and error) were incorporated, including using a cushioned mate-
rial attached to the stopper to absorb energy at contact and a pair of strong magnets to prevent the surface from bouncing
back after the contact. The setup used in the experiment is shown in Fig. 3a. By changing the number of weights or the
releasing location, the magnitude of initial velocity could be prescribed.

In addition, the angle between the surface and the linear bearing is adjustable using the slot shown in Fig. 3b. The camera
was fixed with the surface; hence, no further coordinate transformation is required. Then, by adjusting the amount of weight
and the angle of the surface, the desired initial velocity could be achieved. When the ball was released with zero initial veloc-
ity, the linear bearing was fixed on the supporting table by a magnet to prevent the movement of the surface. Thus, the initial
position (x(0),y(0)) or the initial velocity (x(0),y(0)) were judiciously controlled such that trajectories were generated that
had a tendency to approach the suspected location of the saddle points at relatively low speeds.

An example trajectory from the experiment and from simulation (based on Eq. (2)) are shown in Fig. 4. The eigenvectors
of the Hessian matrix of Eq. (1) at the saddle point are also presented as lines with arrows while the direction of the arrows
indicate the stability of the eigenvectors. As the trajectories are approaching the saddle point, the velocity slows down in the
hyperbolic direction while beginning to oscillate in the oscillatory direction. After the trajectories pass the saddle point, they
speed up and escape in the unstable direction.

2.2. Experimental method

In the experiment, the frame rate of the camera was set at 198 frames per second. The videos were processed in MATLAB
after collection. The original videos were converted to binary videos in which the ball is white against a black background.
The location of the ball was approximated by the geometric center of the white area. In the central area of the visual field,
distortion was not significant.

After the position information was extracted, the velocities and accelerations were calculated through numerical differ-
entiation. In experimental context, noise is almost inevitable. And also, as is well known, the process of differentiation has

Fig. 3. (a) The experiment setup; (b) the slot for angle adjustment.
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Fig. 4. (a) An example trajectory from experiment; x(0) = 0,y(0) = 0; (b) an example trajectory from simulation, x(0) # 0,y(0) # 0. The diameter of the red
dashed circle is 10 mm. The eigenvectors of the Hessian matrix of Eq. (1) at the upper saddle equilibrium are shown as lines with arrows; the black line
represents the hyperbolic direction, the red line represents the oscillatory direction.

the tendency to amplify noise [23], and this can be seen in Fig. 5. Fig. 5 presents the position, velocity and acceleration in the
x direction of one example trajectory in which the black solid lines are the noisy data of position, velocity and acceleration
respectively, based on a sample trajectory from the experiment. The progressive amplification effect through numerical dif-
ferentiation, especially for acceleration, can be observed clearly. To reduce the noise level, a zero-phase digital filter is used.
We used the filtfilt method in MATLAB to reduce the noise in the position signals first and then achieve the velocities and
accelerations through numerical differentiation. In Fig. 5, the red dashed line represents the filtered data.

3. Method to locate the saddle equilibria in the system

In this study, a local linear regression method was used to find the location of the saddle equilibria. This method requires
a rough initial guess of the location of the equilibrium position being sought. In practical cases and certainly in the 2-D sys-
tem here, the approximate location of the equilibrium can quite easily be estimated. For example, the estimated location of
the saddle points on the surface in Fig. 2a can be simply measured by ruler.

In a more general context, consider a nonlinear dynamic system of the form:
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Fig. 5. Comparison of noisy data with filtered data from experiment.
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x=f(x), xelIR™" 3)
where X is a vector that represents the state of the system in phase space. In a n = 2 DOF system,
X
X
X = 4)
y
y

Assuming X, is the vector that represents any equilibrium in the system, i.e. X, = [x.; 0;y,; 0], where (x,,y,) is the location
of the equilibrium. A new vector X is defined as X = X — X,, the error in estimating the location of saddle equilibrium point.
Then, Eq. (3) can be expanded around x, into a Taylor’s series as a function of X:

X=f(Xe) +V-f(X)X +HO.T. (5)

The contributions from higher order terms (H.0.T.) are negligible in the local region of the equilibrium, i.e., we have lin-
earized around the equilibrium. Furthermore, the constant (first) term on the right-hand side is zero at equilibrium, by def-
inition. Thus, finding the vector X, that leads the first term to be zero, the equilibrium is located.

After we collect the dynamic information x and x in the vicinity of the equilibrium, we use linear regression to build the
relationship between x and x, which would give us:

X = bonc1 + AgnsanX (6)

where the vector b is associated with the constant terms in the linear regression, and n is the degrees of freedom in the sys-
tem. Then, we introduce the vector X as X = X — X, into Eq. (6):

)L( = b2nx1 + A2r|><2n (X + Xe) = (ban] + AanZnXe) + AanZnX (7)

As X, is a constant vector, of only n parameters, it would only shift the constant term in the regression model while keeping
the matrix A unchanged. In Eq. (7), the first and second terms on the right-hand-side are associated with the first and second
terms in the right-hand-side of Eq. (5), respectively. Then, the location of equilibrium in the phase space which is repre-
sented by X, can be calculated by solving for the vector X, that satisfies the equation:

b2n><l +A2n><2nxe =0 (8)

And the eigenvalues of matrix Ay,., provide the linearized dynamics information near the equilibrium point x..

4. Simulation results

First, the approach was tested using the outcome of numerical simulation of Eq. (2). The study was conducted for all
stable equilibria and saddle points, even though the stable equilibria were readily identified from the final locations of all
trajectories. The results present similar trends for all equilibria, however in this section we specifically focus attention on
the results regarding the saddle S; : (x. = —12.863,y, = 75.659) with the lower potential energy level, which was also the
focus of [4]. It is worth pointing out that this method is not effective in locating the unstable (hill-top) equilibrium for this
model because the trajectories rarely pass close-by. Hence, we did not apply this method to the hill-top equilibrium.

Firstly, an initial estimation of the saddle’s location is needed. The exact location of the saddle point is (—12.863,75.659)
(in mm). We rounded the numbers to achieve an “estimation”, which is (-10, 70). The initial error, which is defined as the
distance between the initial guess to the exact location, is about 6.342 mm. Then, 100 trajectories were generated in MATLAB
based on solving Eq. (2) by ODE45. The data points that fall into a circular area around the initial estimation with specific
diameters were included for linear regression. After that, the value of x, that would fit Eq. 8) was calculated. In this study,
we define the error as the distance between the calculated and theoretical equilibrium, i.e., & = ||x%¢ — xt¢||, where X and
xtheo are the calculated and the theoretical location of the equilibrium, respectively. This error is used as a measure of the
accuracy of the method.

As discussed previously, the assumption that higher order terms are negligible would only be valid in a small region
around the equilibrium. Hence, the diameter of the circular area is a parameter in this method. Fig. 6 shows the variation
of error with the diameter of the circle area.

For a local vicinity characterized by a circle of diameter of 10 mm (the smallest area used in simulation), the new error is
0.855 mm (based on the first iteration) which is significantly smaller than the starting estimation. With an increase in the
diameter of the area, the error is also increasing. The reason is that the nonlinearities (second- and higher-order terms) are
no longer negligible as the diameter grows. Of course, if the diameter is sufficiently large that more than one equilibrium is
encompassed, then the approach would not be expected to work.

To achieve more accurate results, another round of local linear regression can be executed based on the estimated loca-
tion of the equilibrium from the previous calculation. The calculated equilibrium from the previous 'round’ is the new initial
estimation and the data points that fall into a circular area around this new estimation are included for subsequent linear
regression. Fig. 7 presents the variation of error with the number of rounds of regression executed. As suggested by the plot,
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Fig. 7. Variation of error with rounds of regression executed in simulation. The diameter of the circular area is 10 mm.

the distance rapidly decreases and converges to 0.096 mm after only four rounds of regression. When applying this method,
the validity of the result can be verified by the convergence tendency.

Along with the location of the equilibrium, this method can also provide linearized dynamics around the equilibrium, like
the stability of the equilibrium, natural frequencies and damping ratio. For a saddle-point equilibrium, the frequency along
the stable manifold is difficult to measure directly in an experiment. In Eq. (5), V - f(X.)is the linearized Jacobian matrix
around the equilibrium. Thus, by finding the eigenvalues of V - f(x.), the stability of equilibrium and the frequencies on
the stable manifold that relates to the transient oscillatory motion near the saddle point can be determined.

Table 1 lists the eigenvalues at the saddle points along with the eigenvalues calculated by linear regression with different
diameters in the fourth round. In the predominantly hyperbolic direction, which is unstable/stable, a pair of real eigenvalues
exist, while in the oscillatory direction we obtain a pair of complex conjugate eigenvalues. The first row are the eigenvalues
from theory. The eigenvalues from different local areas suggests that the accuracy of the eigenvalues is compromised with
the increase of the area’s diameter, as expected. Table 2 illustrates the variation of eigenvalues from different rounds of
regression. The convergence tendency can also be observed in the eigenvalues. After the fourth round, the variation of eigen-
values between different rounds are trivial.

5. Experimental results

Using experimental data, a total number of 105 valid trajectories were collected. A valid trajectory is defined as the one in
which the shortest distance between the trajectory to the equilibrium to be studied is smaller than 5 mm, i.e., the trajectory
must pass into a circular area with diameter of 10 mm around the estimated location of the saddle point. The same initial
estimated location (6.342 mm away from the exact location of the equilibrium) is used for the first round of regression. Sim-
ilar to the simulation results, multiple rounds of regression were conducted and the influence of the area’s size was again
assessed.
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Table 1
Comparison of calculated eigenvalues with different diameters in the fourth round in simulation.
Hyperbolic direction Oscillatory direction
Positive Negative Real Imaginary
Theory 4.621 —5.421 —0.400 8.996
Diameter(mm)
10 4.616 —5.480 -0.408 8.922
20 4.659 —5.255 -0.477 8.975
40 4.638 —5.483 —0.495 9.233
80 5.176 —6.651 -0.652 8.677
Table 2
Eigenvalues in theory compared with eigenvalues calculated from linear regression from different rounds in simulation, for a circular area of 10 mm diameter.
Hyperbolic direction Oscillatory direction
Positive Negative Real Imaginary
Theory 4.621 -5.421 -04 8.996
Round
1 5.261 —6.069 -0.401 7.876
2 4,503 —5.567 -0.407 9.106
3 4.633 —5.483 —-0.408 8.920
4 4.616 —5.480 —-0.409 8.922
5 4,613 —5.480 —0.409 8.926
6 4.609 —5.491 -0.410 8.934
7 4.609 —5.491 -0.410 8.934
8 4.609 —5.491 -0.410 8.934

Fig. 8 presents the sensitivity of the error with rounds of regression. Fig. 8a shows that the distance reduces to 1.362 mm
in the first round of regression. After the fourth round of regression, the error converges to 0.787 mm which is 87.59% smal-
ler than the initial error of 6.342 mm. Table 3 presents the eigenvalues from difference rounds. In Fig. 8b, the variable Aeis
defined as Ae = e — e|g,,nq4_.., t0 compare the convergence of the experimental result with the simulation result, because error
in the simulation result is smaller than the experiment result. The experimental results exhibit similar convergent tendency.

Fig. 9 compares the relative experimental and simulation errors with respect to different diameter of the circular area. It
can be seen that the experimental result exhibits a similar trend to the simulation result. For both experimental and simu-
lation results, the errors increase with the diameter in a relative slow rate when the diameter is not greater than 20 mm.
When the diameter is larger than 25 mm, Aé increases with the diameter more rapidly and a linear relationship between
Aé and the diameter is exhibited in Fig. 9. The eigenvalues from Table 4 illustrate the variation of eigenvalues with the diam-
eter of the area. Comparing with the converged eigenvalues after six rounds of regression, the accuracy of the eigenvalues is
comparatively good before the diameter increases to 80 mm. This tendency is the same as in the simulation results.
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6; + Experimental ]
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Fig. 8. Variation of error with the rounds of regression executed for a circular area of 10 mm diameter. (a) The result from experiment; (b) comparison of
experiment and simulation result (e in Fig. 7), where A€ = € — €|goung_.., € = ||X5 — xte0||,.
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Table 3

Eigenvalues calculated from linear regression in different round in experiment for a circular area of 10 mm diameter.
Round Hyperbolic direction Oscillatory direction

Positive Negative Real Imaginary

1 5350 —5.756 -0.113 8.960
2 4.419 —4.856 -0.120 10.319
3 4.500 —4.902 —-0.097 10.212
4 4.513 -4.915 —0.099 10.214
5 4.517 —4.922 —0.099 10.207
6 4.517 -4.922 —0.099 10.207
7 4.517 —4.922 —0.099 10.207
8 4.517 —4.922 —0.099 10.207

5 imulati ‘ ‘ ‘ [
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4+ . . 1
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Fig. 9. Comparison of the relative errors of experimental and simulation result in with respect to different diameter of the circular area. Ae =€ — e|;_,,
where € = ||x%¢ — x|, and x-axis represents the diameter of the circular region.

Table 4
The converged eigenvalues in theory compared with eigenvalues calculated from linear regression with different area size in the fourth round in experiment.
Hyperbolic direction Oscillatory direction
Positive Negative Real Imaginary

Converged 4.517 —4.922 —0.099 10.207
Diameter(mm)
10 4.513 -4.915 —-0.099 10.214
20 4.637 -5.127 -0.163 10.187
40 4.381 -4.979 —-0.193 10.157
80 4.397 —4.332 -0.293 9.316
120 4.154 —4.4629 -0.367 8.209

5.1. The influence of available trajectories

As presented previously, a good estimation can be calculated from all 105 available trajectories collected in the experi-
ment. However, another important question to be answered is how many trajectories or data points would lead to a “good
enough” result. Even though the more important factor would be the number of data points, in experiments, the data is col-
lected in the form of trajectories. Hence, we chose the number of trajectories as the variable to be studied.

We randomly chose a certain number of trajectories from the library of the total 105 available trajectories, and used our
method to find the location of the equilibrium based on this subset. This process is repeated 100 times. For each run, error,
that is e which is defined as e = ||x¢% — x!*°||,, was recorded. In addition, the number of data points that fall into the circle
area with 10 mm diameter around the estimated location of the saddle point was also collected. Then, the means and stan-
dard deviations of e and the average data points were calculated. Fig. 10 presents the variation of means and standard devi-
ation of e and the averages of available data points with the number of trajectories.

When there are only 10 trajectories, both the means and standard deviations of € are relatively large. As the number of
available trajectories increases to 20, the mean and standard deviation reduce significantly. Further increasing the amount of
trajectories, the mean of e only changes moderately, but the standard deviation keeps decreasing. Part of this decline is due
to the fact that there are only 105 available trajectories in total; as the amount of trajectories gets closer to 105, the standard
deviation would definitely reduce. However, the decreases in mean and standard deviation from 10 to 20 trajectories



Y. Xu et al./Mechanical Systems and Signal Processing 130 (2019) 152-163 161

10

€ (mm) 51

2 7

o 1 1 1 1
0 20 40 60 80 100

Number of Trajectories

Fig. 10. Variation of means and standard deviations of € with the number of trajectories. The red dots are the means of e while the error bars show 1/4 of
the standard deviation. The numbers next to the red dots are the average number of data points that fall into a circular area with 10 mm diameter around
the equilibrium. The black dashed line represents the value of e achieved by all 105 available trajectories from experiment, where e = |[x& — x¢he||,.

suggests that a threshold exists. When the amount of trajectories is low, the random measurement error can dominate the
data and compromises the accuracy. As the number of trajectories increase, the actual behavior of the dynamic system dom-
inates and the accuracy of the calculated equilibrium increases.

5.2. Robustness against noise

In Fig. 5, it shows that with a properly tuned filter, the noise can be reduced effectively in the experiment. The total vari-
ation method [24,25] has also been proven to be an effective technique for extracting information from noisy data. In the
experiment, the magnitude of the noise level is difficult to control. Hence, the influence of noise is studied through simula-
tions. The noise is introduced into the simulated position data and amplified through numerical differentiation to replicate
what happens in a real, noisy experiment. The new position vector R is defined as:

R=r+yZ 9)

where r is the original position vector from simulation without noise; Z is a vector of independent identically distributed
Gaussian entries with zero mean and unit standard deviation and # is the magnitude of noise. After the noise is added, to
simulate the scenario in the experiment, we use numerical differentiation to calculate the velocities and accelerations.
One could expect the noise would be amplified significantly through numerical differentiation. In Fig. 11, the accelerations
of an example trajectory are presented. The blue lines are the original data without noise, the red lines are the data with
noise achieved from numerically differentiating the position data R with respect to time twice.

In the simulation, we first collect 100 trajectories that pass the vicinity of the equilibrium point by using ODE45 in
MATLAB to solve Eqns. (2) numerically and add the noise as described above to the trajectories. In the ODE45 solver, the sam-
pling rate is specified to be the same as the experiment (198 samples per second), hence, the same filter that is used previ-

Accelarations, noise level = 0.02 mm

b

’ UWWW"",
—Noisy
—True

Filtered

3

Fig. 11. Comparison of the actual accelerations, accelerations with noise and the noised data after the low-pass filter in simulation.
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Table 5
Comparison of error, i.e., e = ||x% — x| |, under different levels of noise, with and without filtering. The frequencies solved from the governing equation for
the hyperbolic and oscillatory directions are N/A and 1.4318, respectively.

Noise level # (mm) Noisy Filtered

Error e (mm) Frequencies (Hz) Error e (mm) Frequencies (Hz)
0 0.562 N/A 1.426 0.980 N/A 1.443
0.01 0.930 N/A 1.501 0.920 N/A 1.445
0.02 7.280 N/A 1.555 0.616 N/A 1.444
0.03 5.264 N/A 1.391 0.880 N/A 1.443
0.04 5.575 N/A 1.486 0.583 N/A 1.445

ously for experimental data can be used for simulation data. Then, we applied our method twice on the data: one on the
noisy data, while the other one on the filtered data-similar to the experiment, we applied the filtfilt method on the position
signal and then used numerical differentiation to get the velocities and accelerations. In Fig. 11, the accelerations are pre-
sented. The filtered data are represented by the green lines while the red lines are noisy data. One can see that the filtered
data can basically capture the behavior of the original data correctly as the green lines are close to the blue lines which rep-
resent the actual accelerations achieved from the ODE45 solver.

In Table 5, the impact of the noise level is shown. The N/A under the frequencies column indicates that the system is
hyperbolic (not oscillatory) in the associated direction. In general, for both raw data and filtered data, the distance between
the calculated and theoretical equilibrium increases with the increase of noise level. For a small noise level, like 7 = 0.01
mm, good estimations can be achieved from both the noisy data and filtered data. However, as the noise level increases fur-
ther, the result from the filtered data is significantly better than the results from noisy data. By comparing the error from
noisy data and distance from the filtered data, one can find that the result from filtered data are comparatively more robust
against an increase of noise level. And both errors and frequencies are robust against the increase of noise level.

Hence, this method can provide robust inference with small noise level without any noise reduction technique. However,
for larger noise levels, it would be better to preprocess the data to reduce the noise first.

6. Conclusions

In this study, a method to locate saddle-point equilibria in nonlinear dynamic systems is proposed and tested by both
simulation and experiment. The simulation and experimental results exhibit similar tendencies. This method estimates
the location of stable or saddle equilibria in this dynamical system effectively. In both experiment and simulation, after cer-
tain rounds of regression, a relatively precise estimation of the equilibrium’s location was achieved. In experiments, the typ-
ical error of the estimated equilibrium location is less tha 0.79 mm 1 mm. Comparing to the global system which is
300 mm x 300 mm, the relative error is only on the order of 2.6%. At the same time, the eigenvalues around the equilibrium
can also be estimated.

In this study, the damping is assumed to be linear viscous damping-as the name suggests—which is linear in the govern-
ing equations of motion, and the coefficients associated with the nonlinear velocity terms are small around the equilibrium.
Hence, the majority of the nonlinearities are associated with position. For a system with nonlinear damping, it would make
sense to consider the system as a four dimensional system and conditions on velocities should also be applied when collect-
ing the portions of trajectories for regression. In addition, the local neighborhood around an equilibrium in this study is
defined as the area of a circle. In some other systems, a distorted shape defined by the local eigenvectors might lead to a
better balance between the size of the area and the amount of available data points. In theory, one could tune the method
by successively changing the size and shape of the local neighborhood as the eigenvalues get computed during successive
rounds. It is the authors goal to apply this approach to systems of higher-order.
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